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| Preface

This report was prepared by the Environmental Laboratory (EL) of the
U.S. Army Engineer Waterways Experiment Station (WES), as part of the
Water Quality Management for Reservoirs and Tailwaters Demonstration
of the Water Operations Technical Support (WOTS) Program, sponsored
by the U.S. Army Corps of Engineers (HQUSACE). Mr. Pete Juhle,
HQUSACE, is Technical Monitor. The WOTS is managed under ths
Environmental Resources Research and Assistance Programs (ERRAP),
Mr. J. Lewis Decell, WES, Manager. Dr. A. J. Anderson was Assistant
Manager, ERRAP, for the WOTS program.

This report was prepared by Dr. Robert F. Gaugush of the Aquatic
Processes and Effects Group (APEG), EL, under th= direct supervision of
Dr. Robert H. Keanedy, APEG, and under the general supervision of
Mr. Donald L. Robey, Chief, Ecosystem Research and Simuletion Divi-
sion, EL, and Dr. John Harrison, Chief, EL.

At the time of publiéaﬁon of this report, Direcior of WES was Dr. Rob-
ert W. Whalin. Commander was COL Leonard G. Hassell, EN. -

This report should be cited as follows:
Gaugush, Robert F. 1993. Sample Design Software User’s

Manual. Instruction Report ¥-93-1. Vicksburg, MS: U.S.
Army Engineer Waterways Experiment Station.




1 Introduction

Background

The Sampling Design Software (SDS, Version 2.0) was developed as a
companion to the Instruction Report “Sampling D=sign for Reservoir
Water Quality Investigations” (Gaugush 1987). Four programs were de-
veloped to assist the user with problems with sampling design and its eval-
uation. The programs aid the decision-making process in sampling design
through the use of decision matrices (the DECMATRX program). Sampling
design evaluation is performed using variance component analysis (the
VARCOM program), error analysis (the ERROR program), and cluster
analysis (the CLUSTER progrim).

The purpose of this user’s manual and the SDS disk provided with it is
to assist the user in the implementation of these programs and is not in-
tended to provide instruction on the assumptions and calculation methods
of the statistical techniques used by these programs. The Bibliography
. presents a number of sources for hasic statistics, sampling design, and
more advanced statistical topics. The instruction report mentioned pre-
viously represents an introduction to the topic of sampling design. An in-
troduction to statistics from a reservoir water quality perspective can be
found in “Statistical Methods for Reservoir Water Quality Investigations”
(Gaugush 1986). :

Contents of the SDS Disk

A total of 39 files are provided on the SDS disk. The .EXE files are
the compiled program files for DECMATRX, VARCOM, ERRCR, and
CLUSTER. These programs were developed and compiled using Turbo
Pascal 5.5 (Borland International, Copyright 1984, 1989). The program
files also have associated help files (files with an extension of .Hxx).
Three example data sets are provided for the programs VARCOM,
ERROR, and CLUSTER. These data sets are EG.VAR, EG.ERR, and

EG.CLS, respectively.

e e




~ Some files are required for all of the programs. The files with an exten-
sion of .BGI are graphics device drivers. Only one of these files will be
used for any particular application, but all are provided for maximum com-
patibility with the numerous graphics cards to be found in personal com-
puters (PC’s). The files with an extension of .CHR are graphics character
sets that are used in the introductory screens for each program. These

files are supplied with the Turbo Pascal 5.5 compiler (Borland Internation-

al, Copyright 1984, 1989).

The COLORS.DAT file is a short ASCII-format text file that is read by
all of the programs to set the screen colors. If, after running the
programs, you would like to change the screen colors, then simply edit
this file. Notes on color selection are included in the file.

A complete listing of the files on the SDS disk is provided telow:
Decision Matrices files:
DECMATRX.EXE - program file
DECMATRX.HO1 - help files
DECMATRX.H02 :
DECMATRX.H03
DECMATRX.H04
DECMATRX.H0S
Variance Component Analysis files:
VARCOM.EXE - program file
- VARCOM.HO1 - help files
VARCOM.H02
VARCOM.HO03
EG.VAR - example data file
Error Analysis files:
ERROR.EXE - program file
ERROR.HO1 - help files
ERROR.H02
ERROR.H03
ERROR.H04
ERROR.HOS

EG.ERR - example data file




Cluster Analysis files:
CLUSTER.EXE - program file

CLUSTER.HOO - help files
CLUSTER.HO!
CLUSTER.HO02
CLUSTER.HO03
CLUSTER.H04
CLUSTER.HOS
CLUSTER.HO06
CLUSTER.HO7
CLUSTER.HO08
CLUSTER.H09

EG.CLS - example data file
Files used for all programs:

ATT.BGI - graphics drivers
CGA.BGI :
EGAVGA.BGI

HERC.BGI

IBM8514.BGI
PC3270.BGI

@ LITT.CHR - charactér sets
TRIP.CHR
COLORS.DAT - data file for setting screen colors

Installation

The SDS software will run from a rsingle 360K 5.25-in. floppy disk (the
software is supplied in this format), but performance will be improved
vonsiderably by installing the software on a hard disk drive.

To install the software on a hard disk:

a. Create a subdirectory for the software

MD C:\SAMPLING
b. Copy all files from the SDS disk to the new directory

CD \SAMPLING
COPY A:*.*




(The above examples assume that your C: drive is a hard disk and that the
SDS disk is in drive A:)

Hardware Requirements

The SDS software has been tested on a number of different PC con-
figurations. Testing has included 8088 (basic PC's), 80286 (AT types),
and 80386 machines. Numeric co-processors are not required, but will be
used if present. The CGA, EGA, VGA, and Hercules graphics drivers are

supported.

User Assistance

Please contact:
'Robert H. Kennedy, CEWES-ZS-A
U.S. Army Engineer Waterways Experiment Station
3909 Halls Ferry Road
Vicksburg, MS 39180-6199
Telephone: (601) 634-3659

if you need assistance with the operatioa'ovf the SDS software.

Chapter 1  Introduction




2 Decision Matrices

A decision matrix is an aid to the determination of sample size for multi-
variable sampling programs and can be used for either simple random or
stratified random sampling designs. The decision matrix is simply a tabular
presentation that incorporates the factors necessary to determine sample -
size: (a) an estimate of the mean, (b) an estimate of the variability,

(c) desired precision, (d) ihe acceptable probability of error, and ‘e) the
costs associated with sampling. See Gaugush (1987) for a more complete
discussion of determining sample size and the use of decision matrices.

Program Execution

~ To iun the Decision Matrices program, simply type “decmatrx” at the
DGS prompt. Be sure your default directory (i.e., the directory that you
are in when you entur the above command) contains all of the files on the

Sampling Design Software disk.

After the above commard is entered, the program will prompt you for
all of the necessary inputs. Program flow is as follows:

a. Introductory screen.

. b. Prompt for output route - output may be routed to either the screen
only or to a disk file as well as the screen (if dick file output is
chosen, the program will prompt for a file name).

¢. Data entry.
d. View output.

e. Repeat analysis with new data.

J. Exit program.

Chapter 2 Decision Matrices




A documented session presented below provides a more complete view
of the program flow. :

Data Entry'

. DECMATRKX is an interactive program and allows you to enter data
during the execution of the program. Two data entry windows are used to
(a) specify the parameters to be used by the program, and {(b) enter es-
timates of the central tendency (i.e., the mean) and dispersion (i.c., the
variance) of the variables to be sampled.

In the first data entry window, six fields are highlighted for input. (In
the representations of the data entry windows shown below, highlighted
fields are indicated by underlining the field.) In the first field enter the
value (from 1 to 6) of the number of variables to be used in the decision
matrix. The remaining fields are for the error probabilities and the levels
of precision to be used in the analysis. Default values are provided for
these fields, but they can be changed by entering the desired value in the
respective field. Five possible values for the error probability are supporied
and are restricted to these values because of the method used to calculate the
t statistic in the program. Values for precision can fall anywhere within the
specified range of possible values. Generally, you will only need to specify
the number of variables because the default values for error probability and
precision provide a wide range of sample sizes.

DECISION MATRIX
Number of variables (maximum of 6) :

; Error Probabilities 5 _05 .10 .20
\ 3 Default to .08 .10 .20

Possible values: .01 .05 .10 .20 .50

\ 3 Levels of srecision .10 ,20
Default to .10 .20
Range of possible values .01 T0 .

The arrow keys allow movement between the fields. The right and
down arrows move the cursor to the next field while the left and up ar-
rows move the cur:or to the previous field. Typographical errors within a
field can be corrected by using the backspace key to delete the error and
then retyping the field. Errors can also be corrected after leaving the field
that contains the error, but in this case the entire field must be retyped.

6 ' Chapter 2 Decision Matrices




The second data entry window consists of four fields for each of the n
variables specified ir the first window. The example shown below as-
sumes that the analysis is to be performed on three variables. As shown, a
name, mean, coefficient of variation (C.V.), and cost must be specified for
each variable. As before, the arrow keys allow for movement between the
fields. Variable names can contain any characters (uppercase or lower-
case, numbers may also be used), but blank spaces are not allowed in vari-
able names. Decimal points are not required in the remaining fields but
should be used for clarity. Values for the C.V.’s are expressed as a decimal
fraction and not as a percentage. For example, the C.V. would be expressed
as 0.50, not as 50.0 percent, for a variable with a mean of 50.0 and a stand-
ard deviation of 25.0.

Et?tEtK;’t?S{?&ft:'t?f;’Q?t?ﬁfi;?&?s&t’t?ﬂ‘i;%&ii;Zﬁ?t{fgt e
AN AN AT

Eelitas

:
&

DECISION MATRIX

NAME MEAN c.v. UNIT COST

SR B B LR B AR B AR RD G T R LR

Bk

Error Messages

As the data are entered into the program, DECMATRX checks for er-
rors. The program checks the fields for number of variables, error prob-
ability, and precision for nonnumeric characters. If any are found,
DECMATRX will issue one of the following error messages:

INPUT ERROR: NUMBER OF VARIABLES INCCRRECTLY ENTERED
INPUT ERROR: ERROR PROBABILITY INCORRECTLY ENTERED
INPUT ERROR: PRECISION INCORRECTLY ENTERED

The program also checks these same fields to determine if the values
entered are within the range of values supported by the program. If any
fall outside of the range of supported values, the program will issue one of
the following messages:

INPUT FRROR: NUMBER OF VARIABLES IS OUT OF RANGE
INPUT ERROR: ERROR PROBABILITY IS OUT OF RANGE
INPUT ERROR: LEVEL OF PRECISION IS OUT OF RANGE

Chapter 2 Decision Matrices




The second data entry window is also checked for errors. If a C.V. is less
than or equal to zero, DECMATRX reports:

INPUT BRROR: C.V, <= 0

If a sampling cost is entered as a negative number, then the program is-
sues the following error message: '

INPUT ERROR: COST < 0

If any nonnumeric characters are entered for any of the means, C.V.'s,
or costs, then one of the following messages will be displayed:

INPUT ERROR: MEAN INCORRECTLY ENTERED
INPUT ERROR: C.V. INCORRECTLY ENTERED
INPUT ERROR: COST INCORRECTLY ENTERED

Pressing any key after an error message has been reported will return

the program to the data entry screen with the error. Correct the error and
continue.

Documented Session

“This example session with DECMATRX uses the following data:
Yariable Mean [SA'A LCost.

TP - 95, 0.56 25.0
TN 1614.  0.28 25.0
CHLA 3s. 0.52 25.0

-The object of the analysis is to determine sample sizes and costs as-
sociated with sampling these three variables over an annual period.
Sample sizes and costs for each variable are presented with respect to
error probability and precision. The results of the analysis can be used to
develop a sampling design within both statistical and financial constraints.

8 Chapter 2 Decision Matrices




Entering the command “DECMATRX?” at the DOS prompt begins the
program.

Decision Matrices
Sampling Design Software — Version 2.0

Developed by
Dr. Robert F. Gaugush
Environmental Laboratory

USAE Waterways Experiment Station

(Press any key to continue...?

Created using Turbo Paszcal, Copuyright Borland International 1984, 1988

After pressing any key, the program prompts for the output route.

Siasos s

Select output route

1) Screen only
2) Disk file

Enter value to continue...

Chapter 2 Decision Matrices
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Press F1 for help.

Py g e aEECe e

..... o
&

F
Select output route . %

1) Screen only
2) piak file

" Enter value to continue...

Fl « Help

peemse Help = Output routing

Output from the Decision Matrices program can be routed to & disk
f£ile as well as to the screen. If you select to output to & disk
£ile, you will be prompted for a file name (paths can be included).

F2 - Continue esmmmmemmmed

Press F2 to continue and clear the help window.

1aprie

Select output route

1) Screen only
2) Disk file

Enter value o contiuue...

Fl - Help

Chapter 2 Decision Matrices




Select 2 (disk file output). DECMATRX then prompts for the output file
name. Use MATRIX.OUT for this session.

Input disk file name: matrix.out

DECMATRX then displays the first data entry window. (Underlined
fields represent fields that will be highlighted on the PC screen).

DECISION MATRIX
Number of variables (maximum of 6) @

Error Probabilities : 05 .10 .20
Default to .05 .10 .20
Possible values: .01 ,05 .10 .20 .50

Levels of Precision 210 .20

Default to .10 .20
Range of possible values .01 TO

Continue "
ppite st st St it e s R

Chapter 2 Decislor: Matrices
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DECISION MATRIX

Number of varisbles (maximum of 6) : _

Brror Probabilities : .08 .10 .20

Default to .05 .10 .20

psmne Help « Data input

Enter data in each of the high-lighted fields. Default values exist
for the error probabilities and the levels of precision. If these
values are satisfactory then you only need to enter a value for the
number of variables.

To move \etween fields: left or up arrow = previous field
right or down arzow - next field

F2 - Continue s

£
SErpEe

Press F2 to continue and clear the help window. Enter a “3" in the field
for the number of variables. . o

Press F2 to continue and the program displays the second data entry window.

DECISION MATRIX

MEAN ~ uwIT cost

- - [
Lo SR e
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Press F1 for help.

UNIT COST

Help - Data input

Enter data in each of the high~lighted fields. Provide a name, mean,
coefficient of variation, and sampling cost for esach variable. The
sampling costs are usually analytical costs per sample. If costs are
not an issue, simply enter a 1 for the cost for sach variable.

T0 move Detvieu raiwlds: left or up arrow - previous fieid
right or down arrow - next field

F2 = Continue sl

Press F2 to continue and clear the help window. DECMATRX returns to
the data entry window. Enter data to produce the screen shown below.

S B S RS

DECISION MATRIX

Chapter 2 Decision Matrices 13
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When data enti'y is completed, press F2 to continue. The program displays

sample sizes with respect to variable, error probability, and precision.

PRECISION:

ERROR: 0.08 0.10

VARIABLE
123

L Y

33 23

106

PRECISION:
ERROR: 0.05
VARIABLE
™ 123
™ 33
CHLA 106

%

14

23’ 14 ' .
1% 46 20 12

gumamm Holp ~ Sample sizes

probability, and precision.

Sample sites are provided for each combination of variable, error

Chapter 2 Decision Matrices
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Press F2 tn contirue and clear the help window. Press F3 to see the costs .
wir.dow. : ' O

2178 : ‘ ‘
575
1878

PRECISION: :
ERROR: 0.20 4
VARIABLE

k14 3075 2175 1328 } 3aso
™ 25 578 350 ' 173 100

CHLA 2650 187% 1180 700 500 300
pesmsen Help = Sampling costs

Sampling conts are provided for each combination of variable, error
probability, and precision.

F2 = Continue s

F2 =
SERRTRRER

Chapter 2 Decision Matrices 15
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b

Press F2 to continue and clear the help window. "Any time after data entry,
F3 allows switching between the sample size and cost windows. Press F3

to return to the sample size window.

" PRECISION:
ERROR:

BRRIZSRIE %&samss?z_stzs:smitz&:zggtf <

R RN

data? (Y or W)

At this point, you can either repeat the program with new data or exit the
program. Respond with “N” to end the documented session.

Chapter 2 Decision Matrices
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Example Output File
DECISION MATRIX
INPUT DATA
ERROR PROBABILITIES : 0.10 0.20
LEVELS OF PRECISION : 0.0% 0.10 0.20
VARIABLE MEAN c.v. UNIT COST
TP 9.500E+01 $.600E-01 2.500E+0?
™~ 1.614E+03 2.800E-01 2.500E+01 '
CHLA 3.500E+01 5.200E-01 2.500E+01 .
SAMPLE SIZE
PRECISION: 0.10 0.20 .
ERROR: 0.0% 0.10 0.20 0.0% 0.10 0.20
VARIABIE '
TP 123 87 53 k] 2) 14
™ 33 23 14 10 7 4
CHLA ‘106 7% 46 28 20 12
\~
CosT ~
PRECISION: 0.10 0.20
ERROR: 0.08 0.10 0.20 0.08 0.10 0.20
VARIABLE
TP 3078 2178 1328 82s 578 350
™ 023 578 aso 250 173 100
CHLA 2650 1878 1150 700 500 300

Chapter 2 Decision Matrices 17
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3 Variance Comp'on'en't |
Analysis

Variance component analysis is a technique for quantifying the sources
of variability in the data resulting from a given sampling design. The
analysis results in the determination of each design component’s contribu-
tion to the overall variance. Based on these results, sampling effort allo-
cated to a given component of th:: design could be reduced or eliminated.
See Winer (1971) for a comprehznsive treatment of variance component -
analysis. ' ' ' :

Data Set Preparation

The VARCOM program requires that input data sets be prepared prior
to its use (i.e., data input during the program is not available). Data sets
can be prepared with most text editors and word processing software. The
data sets may contain only ASCII characters and none of the special char-
acters used by most word processors for formatting. If you use a word
processor to generate your data sets, be sure to save the files in DOS or
ASCII format.

Data in VARCOM input files are organized into four groups:

Group 1 - title

Group 2 - problem size identifiers
Group 3 - factor and level information
Group 4 - data records




An exampie data set, EG.VAR, is provided on the SDS distribution dis-
kette and is shown below:

EAU GALLE - CHLOROPHYLL - MAY 1981 Data Group 1
32 Data Group 2
STATION " 3 ———

20

30 ‘
DAY 2

s | Data Group 3

19 ‘
DEPTH 4

0

1

2

3 rr——————

10 5 0 66,92 w—un

10 5 1 69.89

10 5 2 69.97

10 s 3 68.51

10 19 0 4,77

10 19 1 6.2)

310 19 2 4.38

10 19 3 3.88

20 s 0 46.13

20 5 1 39.85

20 s 2 .17

20 S 3 46.45 }—— Data Group 4

20 19 0 3.0

20 19 1 3.3

20 19 2 6.11

20 19 3 4.7

30 s 0 57.28

30 5 1 48.00

30 s 2 $5.71

30 s 3 $8.39

30 19 0 3.50

30 19 1 3.70

30 19 2 8.64

30 19 3 6.47 e

Data Group 1 consists of a single line specifying a title for the data set
(maximum of 60 characters). Data Group 2 is a single line with two
items. The first is the number of factors in the data set (VARCOM allows
a maximum of three factors), and the second indicates the aumber of ob-
ssrvations in Data Group 4. Data Group 2 names the factors, specifies the
number of levels for each factor, and provides the name for each of the
levels. A maximum of 10C levels is supported by VARCOM. In the example
data set, three factors are specified in Data Group 2. The three factors used
in the example data set are STATION, DAY, and DEPTH. STATION has
three levels (10, 20, and 30) which means that three stations were sampled.
DAY has two levels (samples were taken on the 5th and the 19th of May).
Depth has four levels (samples were taken at 1-m intervals from the sur-
face to 3 m). Data Group 4 lists the value o, the variable to be analyzed
(chlorophyll g in the example data set) for each combination of the fac-
tors. For examplc, at station 10 on the 5th of May at a depth of 1 m, the
chlorophyll a concentration was 69.89 g/l (second line of Data Group 4).

VARCOM requires that the data in Data Groups 3 and 4 be placed in
specific columns. A portion of Data Group 3 with column identifiers is
shown below.

Chapter 3 Variance Component Analysia 19




1 2 3

1234567850123456708901234567890 =—————— Column numbers
STATION 3 = Number of levels
' 10 =
| 20 P Level names
30 )t

e Factor name

A factor name can have a maximum of 20 characters and must begin in
column 1 (i.e., factor names must be left-justified). Separate the factor
name and the number of its levels by one blank space. Therefore, the
value for the number of levels should begin in column 22 or greater. A
level name (in the following row) can have a maximum of 15 characters
and must end in column 15 (i.e., all level names must be right-justified).
A portion of Data Group 4 with column identifiers is shown below.

1 2 3 4 s '3
123456785012345678901234567890123456789012345678501234567890 ~——— Column numbers
10 5 ’ 0 66.92
10 s 1 69.89 :

10 s 2 €9.97 b=~ Variable data (chlorophyll a)

10 s 3 68,51 o
i — Level 3 names (depths)
b Level 2 names (dates)

|
l
|
!—-uvellnmu(mﬁons)

Level 1 names must end in 'column 15, level 2 names end in column 30,
and level 3 names end in column 45. At least one blank column must
separate the last level name from the variabls data.

Chapter 3 Variance Component Analysia




A data set for a two factor variance component analysis would appear
as follows:

EAU GALLE - CHLORCPHYLL ~ MAY 1961

224
STATION 3
10
20
30
DAY 2
5
19
10 5 66.92
10 S 65.89
10 5 69.97
10 5 68.51
10 18 4.77
10 19 6.23
10 19 4.38
10 12 3.88
20 5 46.13
20 S 39.8%
20 ) 44.17
20 ] 46.45
20 19 3.3
20 19 3.38
20 19 6.11
20 19 4.71
30 S 57.28
30 ) 48.00
’ 30 -] 55.71
i 30 ] 58.39
: 30 19 3.50
30 19 3.70
30 19 8.64
30 19 6.47

Note that multiple observations for combinations of levels are allowed.
In the above data set, there are four observations for each combination of
station and day. It also important to note that the order of lines in Data
Group 4 is not important. The above data set could be just as correctly

specified as:
:AU GALLE - CHLOFOPRYLL = MAY 1981
24

STATION 3

| 10

: 20

3 30

DAY 2

z s

! 19

. 10 5 66.92
10 5 69.89
10 5 69.97
10 5 68.51
20 5 46.13
20 5 39.85
20 S 44.17
20 5 46.45
30 s 57.28
30 s 48.00
30 s s9.7
30 s 58.39
10 19 4.7
10 19 6.23
10 19 4.30
10 19 .88
20 19 3.3
20 19 3.3
20 19 6.1
20 19 4.71
30 19 3.50
o0 15  3.70
30 19 8.64
30 19 6.47
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As long as the Jevel narﬁes and the variable data on each line are placed
" in the proper position, then the lines of Data Group 4 can be arranged in
any convenient order. A one factor data set would appear as follows: ‘

"EAU GALLE - CHLOROPHYLL = MAY 1981
124

DAY 2

H)

19

S 66.92

-} 69.89

$ 69.97

-] 68.51

19 4.1

19 6.23
19 4.36

19 3.88

S 46.13

s 39.85

s 44.17

5 £5.45 i
19 3.37
19 3.38

1$ 6.11

19 4.71

-] $7.28

S 43.00 !
H 59.71 ;

58.39 .7

19 3.50 /
19 3.70

19 8.64

19 6.47

Suggestion: use an extension of .VAR for VARCOM data files This will
distinguish them from other data files.

Program Execution o - | :

To run the Variance Component Analysis program, simply type “var-
com” at the DOS prompt. Be sure your default directory (i.e., the direc-
tory that you are in when you enter the above command) contains all of
the files on the Sampling Design Software disk.

___ After the above command i3 entered, the program will prompt you for e
all of the necessary inputs. Program flow is as follows:

a. Introductory screen.

b. Prompt for output route - output may be routed to either the screen
only or to a disk file as well as the screen (if disk file output is
chosen, the program will prompt for a file name).

¢. Prompt for input file name.

d. View output.

e. Repeat analysis with new data.
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/- Exit program.

A dncumented session presented below provides a more complete view
of the program flow.

Error Messages

After prompting for the input and output file names, VARCOM per-
- forms an error check on the input data set. If the data set specifies more
than three factors for the analysis, the program reports:

ERROR: NUMBER OF FACTORS EXCEEDS MAX. FACTORS

If the number of levels for any of the factors exceeds 100, the following
error message is reported:

ERROR: NUMBER OF LEVELS FOR FACTOR i
EXCEEDS THE MAX. NUMBER OF LEVELS

If the number of observations is greater than 3,500, VARCOM reports:

ERROR: NUMBER OF OBSERVATIONS EXCEEDS; MAXIMUM

If, for any factor, the number of level names does not agree with the
names listed, the program provides the following error message:

ERROR: LEVEL ID NOT FOUND

VARCOM terminates after reporting any of the above error messages.
Edit the input data file and run the program again.

Documented Sesslori

This example session with VARCOM uses the EG.VAR data set
provided on the SDS distribution diskette. These data were derived from
studies conducted on Eau Galle Reservoir in west-central Wisconsin. The
data set has three factors: STATION, DAY, and DEPTH. STATION has
three levels (stations 10, 20, and 30), DAY has two levels (the 5th and
19th of May), and DEPTH has four levels (depths of 0, 1, 2, and 3 m).

The object of the analysis is to determine the distribution of the
variance in chlorophyll a among the three factors. If all of the factors ac-
count for a significant fraction of the variance in chlorophyll g, then the
sampling design is efficient. If, on the other hand, one or two of the fac-
tors account for most of the variance, then the sampling effoit could be
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reduced. The sampling design could be modified to includc only those fac-

tors that explain the majority of the variance. : . .
Entering the command “VARCOM” at the DOS prompt begins the /
program. ;

Variance Component ;Analysis |
Sampling Design Software — Version 2.0|
Developed by

Dr. Robert F. Gaugush
Environmental laboratory

USAE Waterways Experiment Station

(Press any key to continue...)
Crested using Turbo Pascal, Copuright Borland International 1884, 1889 ' Lo
e
After pressing any key, the program prompts for the output route. ‘ -
SR RFRS SRR H SRS RR RR R P A SR AR 33IIRSIAIEIS LI SRR sEEEEER ’
Select output route
1) Screen only
2) Disk file
Enter valus to continue... ;'
Fl = Relp ,
e
N
~7N
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Press F1 for help.

Sclect output route

1) Screen only
2) Disk file

Enter value to continue...
F1 - Help

Help -~ Output routing

Output from the Variance Component Analysis program can be routed
to a disk file as well as to the screen. 1If you select to output
to a disk file, you will be prompted for a file name (paths can be
included).

F2 = Continue enmwemsmmmmme

Select output route

1) Screen only
2) Disk file

Enter ialuc to continue...

rl - Help

S ESCRBRLCHIRI R BERS
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. gummse Help - Input data file

Select 2 (disk file output); VARCOM then prompts for the output file
name. Use EG.OUT for this session.

Disk £ile name for output: eg.out

The program then prompts for the input file name. Use EG.VAR for this
session.

Input data file name? eg.var

Provide the name of your input data file (previcusly prepared).
Paths can be included in the file qpocizsution.




VARCOM then displays the results of the variance component analysis.

EAU GALLE - CHLOROPHYLL ~ MAY 1981

SGURCE DF L3 Ms
STATION : 2 6.30E+02 3.15E+02
DAY 1 1.58E+04 1.58E+04
DEPTH 3 4.52E+01 1.51E+01
ERROR 17 6.91E+02 4.07E+01
CORRECTED TOTAL 23 1.72E+04

VARIANCE COMPONENT ESTIMATE - PERCENT TOTAL

VAR (STATION ) 3.43E+01 2.47
VAR (DAY ) 1.31E+03 94.90
VAR (DEPTH ) ~4.27E+00 < .0
VAR (ERROR) 4.07E401 2.94

nsﬁusu:xgggza;:;g;&:ﬁgs;:_ss;mc;trcztsgzc_zss&_:&,z % :

© VARIANCE COMPONENT ANALYSIS
EAU GALLE ~ CHLOROPHYLL = MAY 1961

SOURCE or 8s MS

STATION 2 6.30E+02 3.15E402
pem Help = Variance compoaent analysis

Output is divided into tvo sections. The upper section of the
window provides the output of an n-way analysis of variance.

The "Source® column lists the sources of variability within the data
set. The *"DF" column provides the degrees of freedom for each of the
sources. The sum ¢f squares and the mean square exror are given in
the ®SS" and "MS®" columns, respectively. The lower section of the
output lists the variancs component estimates and the relative
contribution of each source to the overall variance.

r2 = Continue snwwr—

F2 - Exit
pesEingentititessetitntinsicini
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_ Press F2 to continue and clear the help window.

sptmeetmeee ’ : /,-'
P
i }

© VARIANCE COMPONENT ANALYSIS /
: EAU GALLE - CHLOROPHYLL - MAY 1981 4 ?
SOURCE ss ns !
STATION 6.308+02 3.15E402
DAY 1.582+04 1.50E+04
DEPTH 4.522+01 1.51E+01
ERROR 6.91£+02 4.07E+01
CORRECTED TOTAL 1.72E+04
VARIANCE COMPONENT ESTIMATE PERCENT TOTAL
VAR (STATION 3.43E+01
VAR (DAY 1.31E+03
VAR (DEPTH -4,278+00
VAR (ERROR) 4.07E+01
Fl - He F2 -
G EIE NI e g ‘
The variance compoaent analysis indicates that most of the variance (al-
most 95 percent) is explained by sampling date (the DAY factor). For this
data set, sampling stations and dates account for less than 3 percent of the
total variance. Press F2 to exit.
R R R R R S RS RS g TR RS P R e AR L S PR S S AR AR RSN SRS RN S TR tt‘z‘tt‘t
- Repeat program \dth new data? (Y or N) N ‘
&39 e T RE Y SRR TSR LR SR I TR
After finishing the analysis, you can repeat the program with a new /
data set or exit the program. /
// ‘
L.
r/
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Example Output File

VARIANCE COMPONENT ANALYSIS

EAU GALLE - CHLOROPHYLL = MAY 1981

SOURCE

STATION
DAY

DEPTH
ERROR
CORRECTED TOTAL

VARIANCE CUMPONENT

VAR (STATION
VAR (DAY

VAR (DEPTH
VAR (ERROR)}

Chapter3 Variance Component Analysis

Title

s

6.30E+02
1.50E+04

4.52E+01
6.918+02
1.728+04

ESTIMATE

3.43K+01
1.31E2+03

«4.27E+00
4.07E+01

MS
3.15E+02 I

1.58E+04

1.51E+02
4.07E+01

PERCENT TOTAL

2.47
94.90

< .01
2.9

I— N-way analysis of variance

j— Variance component estimates

—




4 Error Analysis

Error analysis is a statistical technique that can be used to improve an
existing sampling design that uses the observed distribution of variance to
redefine the sampling design. The results of the error analysis are used to v

- redistribute samples to the existing strata to produce the minimum : N

variznce about the mean. The technique can be applied to the data ofa L
stratified sampling design or to the data from a simple random or a sys- b o
tematic sample that has been subjected to poststratification (i.e., defining -
strata a posteriori). See Gaugush (1987) for a more detailed descnptxon _ .
of stnnfied sampling and the use of error analysis.

Data Set Preparation | ' ‘ | ‘

The ERROR program requires that input data sets be prepared prior to
its use (i.e., data input during the program is not available). Data sets can S
be prepared with most text editors and word processing software. The e
data sets may contain only ASCII characters and none of the special char-
acters used by most word processors for formatting. If you use a word .
processor to generate your data sets, be sure to save the files in DOS or .

ASCII format. _
Data in ERROR input files are organized into four groups:

Group 1 - title .
Group 2 - problem size identifier ’ o
Group 3 - straia weights som T
Group 4 - data records ",\ o




An example data set, SG.ERR, is provided on the SDS distribution
diskette and is shown below:

EAU GALLE - 1981 - STATION 20 Data Group 1
] Data Group 2

1 167 =y
2 .33 E Data Group 3
3

.332
7.8748E+401 ==
1.6735E+02
4.2722E+01
4.3925E+00
5.0933E+00
2.7610E+01
2.9570E+01
$.7273£+01
4.2370E+01
4.0602E+01
$.5306E+01
6.5534E+01

$.21508E+01
3.14652+401
2.4320E+401
4.0684E+01
3.1248E+01
1.3363E+01
1.8966E+01
1.0322E+01
2.8420E+00
3.5075E+00
8.2300E+00
2.8575E+03
2.5618E401 e

-

‘Dats Group 4

BB biWWWN R DR A AN R A e e

Data Group 1 consists of a single line for the title of the data set (maxi-
mum of 60 characters). Data Group 2 alsc is a single line that specifies
the number of strata in the data set. The ERKOR program suppoits a maxi-
mum of 25 strata. Data Group 3 specifies the strata numbers and weights.
The strata numbers must be in numerical order and start with 1. The
strata weights must sum to 1.00. At least one blank space must separate
the stratum number and stratum weight in Data Group 3. Data Group 4
lists the observations of the sample data set consisting of the stratum num-
ber and the value of the variable (separated by at least one blank space).
(Note: Although the example data set uses the computer representation of
scientific notation (i.e., 2.5618E+01 is the computer form of 2.5618 x 10%)
for the data values, this is not required. These numbers could have been
entered in a more typical decimal notation.)

Suggestion: use an extension of .ERR for ERROR data files. This will
distinguish them from other data files.

Program Execution

To run the Error Analysis program, simply type “error” at the DOS
prompt. Be sure your default directory (i.e., the directory that you are in
when you enter the above command) contains all of the files provided on
the Sampling Design Software disk.

31
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. After the above command is entered, the program will prompt you for
all of the necessary inputs. Program flow is as follows: ’

a. Introductory screen.
b. Prompt for output route - output may be routed to either the screen

only or to a disk file as well as the screen (if disk file output is
selected, the program will prompt for a disk file name).

¢. Prompt for input file name.

d. View output.

e. Repeat analysis with new data.
f. Exit program. |

A documented session prescnted below provides a more complete view
of program flow. ,

Error Messages - ' | :

an error check on the input data set. If the data set specifies more than

After prompting for the input and output file names, ERROR performs
25 strata for the analysis, the program reports: ‘

ERROR : WUMBER OF STRATA EXCEEDS MAXIMUM ' . : [

If the strata weights do not sum to 1.00, the folléwing error messagé is
reported:
ERROR : WEIGHTS DO NOT SUM TO 1.00

ERROR reports the following message if any of the strata have less
than three observations:

ERROR : LESS THAN 3 SANPLES IN STRATUM i

Documented Session

This example cxecution of ERROR uses the EG.ERR data set provided
on the SDS distributicn diskette. These data were derived from studies
conducted on Eau Galle Reservoir in west-certral Wisconsin. Composite
epilimnetic samples for chlorophyll a were taken at approximately 2-week Coy
intervals at Station 20 (a station located at the deepest part of the lake). . B




The data were stratified a posteriori into four strata: spring, summer, fall,
and winter. The strata were defined as follows: “1” for spring - April and
May (61 days), “2” for summer - June, July, Augast, and September (122
days), “3” for fall - October and November (61 days), and “4” for winter -
December, January, and February (121 days). Strata weights were calcu- .
lated by dividing the number of days in the stratum by 365.

The object of the analysis is to determine if the sampling design can be
improved through the use of a stratified design using an optimal allocation
of samples to the strata. Error analysis calculates the error variance as-
sociated with existing distribution of samples and determines an optimal
distribution based on ths observed variance among strata. If the existing
and the optimal distribution of samples are considerably different, the sam-
pling design can be improved by adopting the optimal distribution.

Entering the command “ERROR? at the DOS prompt begins the program.

Error Analysis
Sampling Design Software — Version 2.0

Developed by
Dr. Robert F. Gaugush
Environmental laboratory

USAE Waterways Experiment Station

(Press any key to continue...)

Created using Turbe Pascal, Copyright Borland International 1964, 1989
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Select output route

1) Screen only
2) Disk file

. . Enter value to continue...
Fl = Help

Select output route

1) Scresn only
2) Disk file

Enter value to continue...
Fl « Help

posmme Help -~ OQutput routing

Output from the Errer Analysis program can be routed to a disk
file as well as to the screen.

i/

If you select to output to a disk
file, you will be prompted for a file name (paths can be included).

R T T N ——




Press F2 to continue and clear the help window.

Select output route

1) Screen only
2) Disk tile

Enter value to continue...

Select 2 (disk file output). ERRCR then prompts for the oatput file name. |
Use EG.OUT for this session. ‘

Disk £ile name for output: eg.out

it ‘t?t:t.'t&t’t‘t'&t'ttt.ﬂa‘ttc’)ft’tft't.‘t’ﬁ&‘ﬁt.?‘t«f&utt'ftt't’t:.‘t‘tet'tﬁt'tt’t‘tx
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The program then prompts for the input file name. Use EG.ERR for this
gession.

Input data file nasa? eg.err

f:"y
¥
i
e Help = Input data file
Provide the name of your input data file (previously prepared). :
Paths can be included in the file specification. ' ) .
. [
: Jooa
P
IT3 O L S e .
ERROR then displays the statistics for the stratified sample. o -
. ) ‘\ .
SRR
" t
EAU GALLE =~ 1981 ~ STATION 20 ‘
STRATIFIED SAMPLE STATISTICS
MEAN 3.622401
VARIANCE 1.85E+02 -
ERROR VARIANCE 3.97E+01 ]
. ‘ i : Ve
I o _ B} \
i
1
! s
7
FS-Exit _- :
sESiee s e e L
)
o
’ i
\
i
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Press F1 for help.

EAU GALLE - 1981 ~ STATION 20

STRATIFIED SAMPLE STATISTICS

MEAN
VARIANCE

3.62E+01
ERROR VARIANCE

1.85E+02
3.97E+01

Statistics (mean, variance, and error variance) for the stratified
sample.

peums Help - Stratified sample statistics

EAU GALLE ~ 1981 - STATION 20

STRATIFIED SAMPLE STATISTICS

MEAN
VARIANCE

3.62E+01
ERROR VARIANCE

1.852+02
3.97E+01

:  FleHel F2-Sa
BB Lt
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Press F3 to see the strata statistics.

:_’Bit?t:t:t?t?t?t: 3282833

STRATA STATISTICS
STRATUM

~ e
Sa0e 2

JicBelp  F2-Senple Stat

EAU GALLE ~ 1981 - STATION 20

MEAN

7.33E+01
4.18E401
3.19E+01
1.39E+01

EAU GALLE ~ 1981 - STATION 20

STRATA STATISTICS

STRATUM N
4
9
4

MEAN

7.332+01
4.18E+01
3.192+01
1.39E+01

VARIANCE

4.85E+02
3.42E+402
4.51E+01
9.34E401

VARIANCE

4.8SE+03
3.42E+02
4.512+01
9.345+01

ERROR VARIANCE

1.21E+03
3.80E+01
1.13E+401
1.17E401

A
KRR Dbt

...........

RIS T eI I S

ERROR VARIANCE

1.212+03
3.80E+01
1.13E+01
1.17E+01

for each of the sampled strata.

F—-—- Help ~ Strata statistics
Statistics (number of samples, mean, variance, and error va:ianco)

F2 -« Conti

alysis |
a’@aazz&

SRR B2

NUQ eaEm———
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‘Press F2 to continue and clear the help window. The screen returns to the

strata statistics. Press F4 to see the results of the error analysis.

EAU GALLE - 1981 - STATIOR 20

ERROR ANALYSIS

§ VARIANCE SN
85.3 16.0
10.7 36.0

0.8 16.0
3.2 32.0

VARIANCE WITH EXISTING DESIGN
VARIANCE WITH OPTIMAL DESIGN

EAU GALLE - 1981 - STATION 20

ERROR ANALYSIS
$ VARIANCE SN
85.3 16.0

STRATUM

IS e

3.97E+01
1.96E+01

§ OPTIMUM
$2.5

1
Help = Error analysis

dramatically change over time).

rl=-He le Stlt& ‘t31?trat 3

BT

Chapter 4 Ermor Analysis

at F4-Analysis
g i Hiisie

The WVariance column gives the relative contribution of each stratum
to the overall stratified sample variance. The SN column shows how
the samples were distributed among che strata. Using the observed
distribution of variance among strata (the WVariance column), erzror
analysis suggests an optimal distribution of samples among the
strata (the SOptimum column). The reported "Varlance with optimal
design® is the error variance that would result if the optimal
design was adopted for future sampling (if conditions do not

F2 - Continue e

FS-Exit

v

39




Press F2 to continue and clear the help window.

EAU GALLE - 1981 - STATION 20

ERROR ANALYSIS

STRATUM § VARIANCE SN

1
2
3
4

85.3
10.7
0.8
3.2

16.0
3.0
16.0
32.0

VARIANCE WITH EXISTING DESIGN
VARIANCE WITH OPTIMAL DESIGN

§ OPTIMUM

52.5
27.9

S.1
14.5

'3.,75E+01

1.93E+01

At any time during the program you can switch between the output win-
dows. Press F2 to return to the sample statistics screen.

B3

SERBSEES SRR RN SN S A R R R R SR AT R AR AR AL 3
EAU GALLE = 1981 =~ STATION 20

STRATIFIED SAMPLE STATISTICS

MEAN 3.628401
VARIANCE 1.85E+02
ERROR VARIANCE 3.97E+01

r3-8tratn Stat rd-Annl sis  FS-Exit
IS IS i S EERRERERES STEst st
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Press F4 to return to the error analysis screen.

T R R R R
RRRER AR AR LR L

EAU GALLE - 1981 -~ STATION 20

ERROR ANALYSIS )
STRATUM 8§ VARIANCE SN $ OPTIMUM

85.3 16.0 52.5
10.7 36.0 27.9

0.8 16.0 5.1
S 3.2 32.0 14.5

VARIANCE WITH EXISTING DESIGN 3.97£+01

VARIANCE WITH OPTIMAL DESIGN 1.96E+01

The results of the error analysis indicate that the error variance could
be reduced to less than 50 percent (19.6/39.7 = 0.494) of its observed .
value by using the optimal design. The optimal design consists of a
redistribution of samples to place more samples in highly variable strata
and less samples in strata with less variability. The spring stratum
(stratum 1) accounts for over 8 percent of the observed variance (%
Variance column), but only 16 percent (% N column) of the samples were
allocated to this stratum. The optimal design would allocate just over 52
percent (% Optimum column) of the samples to this stratum. The wintzr
stratum (stratum 4) accounts for only 3 percent of the observed variance,
but 32 percent of the sampling effort was allocated to this stratum. The
optimal design suggests that only about 15 percent of the samples should
be dedicated to this stratum.

Che~*ar 4 Ervor Analysis
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Press F5 to exit.
SRS SR IS DB RS PIRR S R II RE USSR DB REIEA DES S PSR FSS U ERG
Repeat program with ncw data? (Y or N)

or exit from the program.

At this point you may choose to either run ERROR on another data set

Error Analysis
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Example Output File

ERROR ANALYSIS

EAU GALLE - 1981 ~ STATION 20 Tite

STRATIFIED SAMPLE STATISTICS

MEAN 3.62E+01 j— Statistics for the entire stratified sample
VARIANCE 1.85E402 l
ERROR VARIANCE 3,97E+01
STRATA STATISTICS Jp—
STRATUM N MEAN VARIANCE ERROR VARIANCE
1 4 7.33E401 4.858+03 1.21E+03 p—— Statistics for each
2 9 4.18E+01 3.42E402 3.80E+01
3 4 3.19E+01  4.51E+01 1.13E+01 of the strata
4 8 1.39E+01 9.34E+01 1.17E401 e
ERROR ANALYSIS —
STRATUM % VARIANCE AN A OPTIMUM
1 8s.3 16.0 52.5
2 10.7 36.0 27.8
3 0.8 16.0 5.1 p—— Error analysis
] 3.2 32.0 14.5
|
B VARIANCE WITE EXISTING DESIGN 3.975+01
VARIANCE WITH OPTIMAL DESIGN 1.96E+01 —
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5 _'Clustér Analysis' - A

~ Cluster analysis is a multivariate classification technique that may be
used to group or identify similar objects or entities. In a data analysis
situation (rather than a sampling design evaluation), cluster analysis may o
be used to group a set of reservoirs according {o their trophic state or by o
the composition of their phytoplankton. The use of cluster analysis in a

- typical data analysis mode can be found in Gaugush (1986). For the pur- _
poses of sampling design evaluation, cluster analysis can be used to iden- Lo
tify and possibly reduce redundancies in the sampling design. The use of S ,
cluster analysis for this type of apphcatxon is desc.ibed more completely

in Gaugush (1987). L

examine the quality of the information being provided by elements of the
samphng design. In cluster analysis these elements are referred to as “en-
tities” and may be sampling stations, dates, and/or the strata used in a
stratified sampling design. The analysis begins with each entity in its own
cluster and proceeds to join similar clusters until all of the entities are in a
single cluster. The object, when used to evaluate a sampling design, is to
determine if all of the elements of the design are providing independent in- .
formation. For example, assume that data have been collected for twelve ‘ C
stations in a reservoir and a cluster analysis of the data indicates that the o
data fall into four clusters each represented by three stations. This im-
plies that some of the stations are redundant (they are supplying essential-
ly the same information). If the sampling program were to be continued
(as in a monitoring program), the results of the cluster analysis could be
used to reduce sampling effort. Sampling only 1 of the 3 stations from , :
each cluster would result in the use of 4 stations rather than 12. .

In the evaluation of a sampling design, cluster analysis can be usedto -

The CLUSTER program can be used to identify redundancies in sam-
pling programs and suggest ways in which to reduce sampling effort in fu-
ture studies. CLUSTER uses one of three clustering methods (average
linkage, centroid, or Ward’s method) to cluster the data; outputs a tabular
“history™ of the clustering; and produces a dendrogram of the clustering.
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Data Set Preparation.

The Cluster Analysis program requires that input data sets be prepared

prior to its use (i.c., data input during the program i- not available). Data
sets can be prepared with most text editors and word processing software.
The data sets may contain only ASCII characters and none of the special
characters used by most word processors for formatting. If you use a
word processor to generate your data sets, be sure to save the files in DOS

or ASCII format.

Data in CLUSTER input files are organized into four’groups:

Group 1 - title

Group 2 - problem size identifiers
Group 3 - entity names

Group 4 - data records

An example data set, EG.CLS, is provided on the SDS distribution dis-
kette and is shown below:

EAU GALLE Data Group !
53 Data Group 2
STA10

STA20

STA30 } Data Group 3
STASO ,

STA60
.069 1.507 44.129
<078 1.503 43.144

.068 1.473 41.15%5 p——e—re—— Data Group 4
.068 1.427 33.800
.070 1.487 46.068

CLUSTER does not require strict positioning of data in specific columns,
but it does have two simple requirements: (a) each line must start in
column 1, and (b) multiple items on a single line must be separated by one
blank space. Data Group 1 consists of a single line specifying a title for
the data set (maximum of 60 characters). Data Group 2 is a single line
with two items. The first is the number of entities in the data set, and the
second indicates the number of variables to be used. The CLUSTER pro-
gram can handle a maximum of 50 entities with a maximum of 10 vari-
ables. Data Group 3 provides the names of the entities (one line for each
of the entities specified in Data Group 2). Each name can have » maxi-
mum of 20 characters. In the example data set, the entities are water
quality sampling stations in Eau Galle Reservoir. Data Group 4 lists the
data for the variables (one line for each entity and in the same order) to be
used in the cluster analysis. In the example data set, these variables are
total phosphorus, total nitrogen, and chlorophyll a concentrations (from
left to right).

Suggestion: use an extension of .CLS for CLUSTER data files. ‘This will
distinguish them from other data files.
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Program Execution

To run the Cluster Analysis program, simply type “cluster” at the DOS
prompt. Be sure your default directory (i.e., the directory that you are in
when you enter the above command) centams all of the files provxded on

the Samphng Design Software disk.

After the above command is entered, the program will prompt you for ,

all of the necessary inputs. Program flow is as follows:
a. Introductory screen.
b. Prompt for input file name. -
¢. Prompt for output file name.
d. Prompt for clustering method.
e. View output.

f. Exit program.

A documented session presented below provides a more complete view

of program flow.

Error Messages

After prompting for the input and output file names, CLUSTER per-
forms an error check on the input data set. If the data set specifies either
more than 50 entities or more than 10 variables in Data Group 2, CLUSTER

outpats the following:

ERROR IN INPUT FILE

BITHER NUMBER OF ENTITIES S0 OR
WUMBER OF VARIABLES 10

EDIT INPUT FILE AND BEGIN AGAIN

After displaying the error message the program terminates.
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CLUSTER also perfo.ms an error check on Data Group 4. If the stand-
ard deviation of any of the variables is zero, CLUSTER outputs the follow-

ing:

ERROR IN DATA
STANDARD DEVIATION FOR VARIABLE J IS ZERO

THIS MEANS THAT VARIABLE J IS THE SAME FOR
ALL ENTITIES AND WILL SERVE NO PURPOSE IN THE
CLUSTER ANALYSIS - DELETE THE VARIABLE FROM THE
INPUT FILE AND BEGIN AGAIN

As the error message states, a variable without variance (standard
deviation equal to zero) does not add information to the cluster analysis.
After displaying the error message, the program terminates.

Documented Session

This example execution of CLUSTER uses the EG.CLS data set
provided on the SDS distribution diskette. These data were derived from
studies conducted on Eau Galle Reservoir in west-central Wisconsin. The
entities arc five water quality stations within the reservoir. Stations 10
and 50 (STA10 and STAS50) are littoral stations located in two different

‘ coves. Station 40 (STA40) is an inlet station. Station 30 (STA30) is lc-~

i cated over the old river channel, and Station 20 (STA20) is located over

1 the deepest portion of the pool. These stations were routinely sampled,
and the data in Group 4 of EG.CLS are ctation means for total phos-
phorus, total nitrogen, and chlorophyll g in the epilimnion (0 - 3 m) for
one growing season (April - September).

The object of the analysis is to determine if any ol the stations are
redundant. If two or more stations are supplying the same information,
the possibility exists for reducing the number of stations. Reducing the
number of stations brings about the obvious reduction in costs without
reducing the information derived from the sampling program.
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Entering the command “CLUSTER" at the DOS prompt begins the
program. .

Cluster Analysis

Sampling Design Software — Version 2.0
| Develoyed by
Dr. Robert F. Gaugush

Environmental Laboratory
USAE Watermys Experiment Station

(Press ang'keg to continue...)

Crested using Turbo Pascal, Copyright Berland International 1904, 1989

After pressing any key, the program prompts for the input file name.
For this session enter EG.CLS. ' - :

g?:t}t:t‘:ﬁ:t:&jt?t?ﬁ:f;:

Ty
xzt.t’.&.g:*i;.& RGN DR SR S B ARRA ISR ,.%«f;a‘:_&t_.ﬁ_k.t:#.&T@.S&%S.&&.&X.&ﬁ.t_‘tt}&};%ﬁ.&.c.‘:,t;t:ﬁ.i..ﬁ.s g

Input data file name? eg.cls

Provide the file name of your data file. Paths are accepted.

s 5 DESOR S Suod DOBBRORE Dol B SR T Bt 07 K B
£ e ardrardt ddtang N A AN
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i
\
CLUSTER then prompts for the output file name. Use EG.OUT for '\
this session. , _ \
- -3 ‘
L]
1
\\
Output data file name? eg.out
Provide a file name of your output data file. Paths are accepted. -
U
At this point CLUSTER prompts for the method to be used in the clus-
ter analysis. Help windows are available by pressing F1, F2, F3, or F4. )
et
— }
CLUSTERING METHOD: AVERAGE LINKAGE (A) . E A ‘
CENTROID (C) 3 b H
WARDS (W) , ] :

Enter choice of method...

F1 = General help '
Specific help: F2 - Avg linkage F3 ~ Centroid F4 - Wards

o !
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v K4 kN .
AR | =~ g ¢ B o
L / . : / x . e
~. / 4 S , e ~
1
'I
.
K
_ i
CLUSTERING METHOD: AVERAGE LINKAGE (A) s
CENTROID (C) oo
WARDS (W) \\._/.
Help - Clustering methods
‘ . . e
Three methods (average linkage, centroid, and Wards) are available
to use to cluster the data. Select a method by entering the letter §
associated with the desired method.
. F2 -~ Continue mwewmmmmaend
v
,
N
/ i
il
i
\
o
/’ ”/
<y
CLUSTERIN(; METHOD: AVERAGE LINKAGE (A)
CENTROID (C) \ .
NARDS (W) /
Enter choice of mathod...
1 - General help ’ Vs N
Specific help: F2 - Avg linkage I3 - Centroid F4 - NWards ' p
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CLUSTERING METHOD: AVERAGE LINKAGE (A)
CENTROID (C)
WARDS (W)

pe—mme Help = Clustering method: Average linkage

This clustering method has been found (along with Wards method) to
be one of the more robust approaches to clustering data. In average
linkage the distance between two clusters is the aversge distance
distance between pairs of observations, one in each cluster. This
method tends to produce clusters with small variance and is somewhat
biased toward producing cluaters with the same variance.

FZ = Continue swwssssd

Pressing F2 (continue) again would remove the help window and re-
store the me:hod selection screen. For the sake of brevity, assume F2 was
pressed followed by F3 for the Centroid help window.

sprpEpEee AR A ERE R

CLUSTERING METHOD: AVERAGE LINKAGE (A)
CENTROID (C)
WARDS (W)

pemmws Help - Clustering utﬁodx Centroid

This clustering method uses the distance between the centroids or
seans of the clusters. This method is more robust to the presence of
outliers in the data than either the average linkage or Wards
methods. 1In other respects, the centroid method may not perform as
well as the other two methods.

F2 = Continue ssswmmemmmmd
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Again assume F2 was pressed to return to the method selection screen
and then F4 was selected to bring up the help window on Wards method.

CLUSTERING METHOD: AVERAGE LINKAGE (A)
.. CENTROID (C)
WARDS (W)

gemmes Help ~ Clustering mathod: Wards

This clustering method, although robust, tends to join clusters with

a2 small number of observations and is biased toward producing

clusters with generally the same number of observations. This method
is also sensitive to the presence of outliers in the data.

F2 -~ Continue wswemswmmd

Press F2 to return to the method selection screen.
&x 23208

CLUSTERING METHOD: AVERAGE LINKAGE (A)

Enter choice of method...

Fl - General help

Specific help: F2 - Avg linkage F3 - Centroid F4 - Wards




Press A to select the average linkage method.

& f&l eg.out

gﬁlustor Analysis

EAU GALLE
ID

NUMBER ENTITY
1 STALO
2 STA20
3 STA30
4 STAS0
H STA60

Average Linkage Method used for clustering

End,

PgUp, PgDn, Up and Down
s

=~Help F2-Exit Movement Ke

Arcows
CEEEEee

At this point the cluster analysis is complete and you can view your out-
put file (in this case EG.OUT as indicated in the iirst line). The cursor
movement keys (Home, End, Page Up, Page Down, up arrow, and down
arrow as indicated on the last line) allow you to browse through the output
file. Press Page Down.

PRSI EE PG T IBORRDE

szaqi Clusters Joined Distance
1 1 H 6.080E-01
2 1 3 1.219E+00
3 1 2 3.191E+00
4 1 4 6.000E+00

The distances are segmentsd into the following
classes for the Linear dendrogram

CLASS LOWER BOUND UPPER BOUND
1 6.080E-01 8.237E-01
2 8.237E-01 1.039E+00
3 1.039E400 1.255E+00 °
4 1.255E+00 1.471E+00
3 s 1.471E+00 1.686E+00




'I:ha next 20 lines of the.output file are displayed. Press Page Down

again.

g
File: eg.out

1.686E+00
1.902E+00
2.118E+00
2.333E+00
2.549E400
2.765E+400
2.981E+00
3.196E+00
3.412E+00
3.628E+00
3.843E+00
4.0598+00
4.275E+00
4.4908+00
4.7068+00
4.922E+00
5.137E+00
5.353E+400
5.569E+00.
5.784E+00

1.902E+00
2.118E+00
2.323E+00
2.549E+00
2.765E+00
2.981E+00
3.196E+00
3.412E+00
3.628E+00
3.843E+00
4.059E+00
4.275E+00
4.490E+00
4.706E+00
4.922E+00
5.137E+00
5.353E+00
5.569E+00
5.784E+00
6.000E+00

Fi-Help F2-Exit
ot senteebis

DRSSP BN PSR LR SR LSS RG B S
File: eg.out

Down Arro

Ak:) :
SR e R TR R B Goa-g

iClustar Analysis

EAU GALLE
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The display returns to the top of the output file. Press End.

5 24 4.996E+00 5.47SE+00

& 2 5.47SE+00N 6.000E+00

3 : Geometzric Scale iy
1D xz34-567l910111213141516171319202122232425§
.- 1 . g:
: 5 —J 1 - :
£ 3 I ] :
X

ID 1 2 3 4 %S 6 7 & 91011 12 13 14 15 16 17 18 19 20 21 22 23 24 25
3 Geometric Scale

The display moves to the bottom of the output file. Press the up arrow
three times.

FTFTT IR SIILLLICI

21 3.796E+00 4.160E+00
22 4.160E+00 4.559E+00
a3 4.559E+00 4.996E+00
24 4.996E+00 S.473E+00
25 S.47SE+00 6.000E+00

Geometric Scale ;
1 2 3 4 5 6 7 6 910131 12 13 14 15 16 17 18 19 20 21 22 23 24 28 &

.
J 1

' |

G I0 1 2 3 4 3 6 7 8 910113213 14151617 1819 20 21 22 23 24 25 &

e idc del
et

F2-Exit Movement Ke gup ;
3 1 B S S BRE R o R e S g oo S
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The display moves up three lines. The other movement kéys operate in
a similar manner. Press F1 for help. :

3.796E+00 4.160E+00

4.160E+00 4.559E+00

4.559E+00 4.396E+00

4.996E+00 $,475E+00

2 5.4752+00 6.000E+00

pmems Help ~ Cluster analysis output

Short descriptions of various portions of the output are available.

F3 = Entity and ID numbers
r4 - Stages of clustering
FS « Distances '
Fé - Dendrogran
Linear vs. geomsetric scales for the dendrogram

F2 - Continue

3.796E+00 4.160E+00
4.160E+00 4.559€+00
Help = Entity listing

This section lists the ID numbers that have been assigned to the
entities in the data set. Entities can be stations, dates, depths,
reservoirs, etc. This listing will be necessary to interpret the
dendrogram.

F2 - Continue e

- Stages of clustering
- Dthnc‘s '
= Dendrogram
Linear vs. geometric scales for the dcngzoqrn

F2 = Continue wemnmssmd

nd Down Arrow.
g Eeieinig!
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A second help window appears describing the association between ID
numbers and the entity names in the data set. Pressing F2 (Continue)
removes both help screens and restores the output screen. Press F2 to con-
tinue followed by F1 for the help menu, and then press F4 for help on the
clustering stages.

21 3.796E+00 4.160E+00
) 22 4.160E+00 4.559E+00
; pm—= Help - Clustering stages

This section of the output provides a tabular display of the data
used to develop the dendrogram. At each stage of the clustering, two
clusters are joined (shown in the "Clusters Joined® column) to Zorm
a new cluster. The ®"Distance® column provide a measure of the
relative similarity of the members of the cluster. The smaller the
distance, the greater the similarity.

F2 - Continue e
F5 = Distances
Fé « Dendrogram

F? - Linear vs. geometric scales for the dendrogram

F2 = Continue s

 cerge d L
gepsine s b e diveice

Press F2 to continue followed by F1 for the help menu and F5 for help
on the distance classes.

2 ,Iﬁ_?t_?t?t?téﬁiiﬁ:ﬁﬁ,

3.796E+00 4.160E+400
4.160E+00 4.559E+00
: peemame Help = Dist

The range of relative distance (presented in the output describing
the clustering stages) is divided into 25 discrete classes. This is
necessary to accommodate the techniques used to develop the graphical
depiction of the dendrogram.

F2 - Continue s
F4 - Stages of clustering ‘
F5 = Distances
ré Deridrogram

F? Linear vs. geometric scales for the dendrogram

F2 - Continue wemsesmmmm

!'1-!'01' rz-g.xz s: Home E?gﬁ qu&z

P
SHBESIDRRACTHE £ SRR R RY '
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Press F2 to continue followed by F1 for the help m2nu and F6 for the

dendrogram help window. . 0

& 21 3.796E+00 4.160E+00 q
: 22 4.160E+00 4.559E+00 i .
peemen Help « Dendrogram

The graphical display fz-m a cluster analysis is referred to as a
dendrogram b of it: tree-like appearance. At the “trunk®, all
of the entities have been joined into a single cluster (at the farc
right of the dendrogram). At the far left, each of the “branches”
represents a single entity and each cluster has only one entity.
Moving from left to right, clusters are joined until all of the 3
entities have been combined into a single cluster. 24 25 3]

The ID values listed along the left margin correspond to those
assigned to the entities in the data set. The values (1 -25) along R
the top and bottom of the dendrogram correspond to the criterion - "

values and provide a relative measure of the similarity between

members of a cluster. Clusters at the left aze composed of more } l

sinilar members than clusters at the right. ] ?
. ;l

F2 - Continue 24 25

Press F2 to continue followed by F1 for the help menu and F7 for help
on the scales used for depicting the dendrogram.

3 E SRR B R RN P B SRR SR PSS NSRS R S R BN RP PRI AN I BT S RS BB PO R RS SRR \
> File: eg.out . .
21 3.796E+00 4.160E+00 L
3 22 4.160E+00 4.559E+00 A
i r—— Help - Linear vs. geomatzic scales . -

b

Dendrograms are output using both .a linear and geomatric scale for
the relative distances between members of a cluster. This is done
D if the ge of relative distances is very large, the plot
5 algorithm gets “"confused® when drawing the left side (where the
i | relative distances are at a minimum) of the dendrogram using a
i | linear scale. When the range of relative distances is large and a

: linear scale is used, there is too much detail on the left side of ]
i | the dendrogram for the algoritha to deal with, 24 25 &

When the distance range is large (> than two orders of magnitude)
the dendrocram plotted on a geometric scale will provide a better
representation of the clustering. —|

3 l F2 ~ Continue i
X F2 « Continue 24 25 §

e e inHelp F2-Exit Movement Keys: Home, End, PgUp, Pg p i
I e O S e e b A S A R ERELECERneRE Lt Cih e St RS e e SIS I e Y 33

SRR LIXNIVPIITISLIILRBIEIILEY 3t

Press F2 to continue and F2 again to exit the program.

Using the dendrogram (the entire output file is presented in the next
section) one can see that the two littoral stations (ID numbers 1 and 5) are
very similar and are clustered together in the first stage. The inlet station
(ID number 4) is very different from all of the other stations and is only
grouped with the rest at the last stage. With this information it may be
possible to reduce sampling effort at this reservoir by sampling only one A
of the two littoral stations currently being sampled. . \




— " ) - \
; N /
, . .
\\\_ '
Example Output File
N
Cluster Analysis «
EAU GALLE Title provide in input data set
1D N
NUMBER ENTITY )
1 STAL0 }————— ID numbers associated with entity names P
2 STA20 ! . ' .
3 STA30 . A
4 STASO I A oo
1) STA60 i n '
| !
}‘ :
Average Linkage Method used for clustering i
' ) 3
t Method used !
Stage Clustezs Joined Distance N
1 1 5 6.080E-01 . . \\ \
2 1 3 1.219E400 —— "History" of the clustering
3 1 2 3.191E+00
4 1 4 6.000E+00
. X
The distances are segmented into the following 7 i
classes for the Linear dendrogram . ; N
CLASS LOWER BOUND UPPER BOUND / A
1 6.080E-01 8.237E-01 !
2 8.237E-01 1.039E+00 S et
3 1.039E+00 1.285E+00 O
4 1.255E+00 1.471E+00 ‘ 7 :
s 1.471E+00 1.686E+00 S
6 1.686E+00 1.902E+00
7 1.902E+00 2.118E+00
(] 2.118E+400 2.333E400
] 2.333£400 2.549E+00 .
10 2.549E+00 2.765E+00 The range in distance between the last stage and the .
11 2.765E+00 2.981E+00 — first stage of the clustering is divided into 25 equal
12 2.981E+00 3.196E+00 | classes for displaying the dendrogram.
13 3.196E+00 3.412E+00
14 3.412E+00 3.628E+00
15 3,628E+00 3.843E+00
16 3.843E+00 4.059E+00 :
17 4.059E+00 4.275E+00 ‘
18 4.275E+00 4.490E+00 )
19 4.490E+00 4.706E+00
20 4.706E+00 4.922E400 -
21 4.922E400 $.137E400 N
22 $.137E+00 5.353E+00 R
23 5.353E400 5.569E400 : = :
24 5.569E+00 5.784E+00
25 $.784E+00 6.000E+00 =]
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——— Dendmgmn displayed using a linear scale
.

Linear Scale . .
ID 2 2 3 4 5 6 7 8 91011 12 13 14 15 16 17 18 19 20 21 22 23 24 25 : ,
1 : AR
1 ;
3 ——— ll
: 1
4
ID 1 2 3 4.5 6 7 8 910111213 14 15 16 17 18 19 20 21 22 23 24 25
Linear Scale
The distances are soéncnéod into the following ' -
classes for the Geometric dendrogram . ) o A
CLASS  LOWER BOUND  UPPER BOUND ~—— : ‘
1 6.080E-01 6.663E-01
2 6.663E-01 7,302E-01
3 7.302E-01 8.003E-01
4 8.003E-01 8.770E-01
s 8.770E-01 9.611E-01
6 9.611E-01 1.083E+00
7 . 1,053E400 1.154E400
8 1.154E+00 1.265E+00
9 1.265E+00 1.386E+00
10 1.386E400 1.519E+00 : v
11 1,519E+00 1.665E+00 |  The range in distance between the last stage and the first
12 1.665E+00 1.825E+00 p—stage of the clustering is divided intc 25 classcs using a
13 1.825E+00 2.000E+00 |  geometric scale.
14 2.000E+00 2.191E+00 _
15 2.191E+00 2.401E+00
16 2,4018+00 2.632E+00
17 2.632E+00 2.8B4E+00
18 2.884E+00 3,161E+00
19 3.161E+00 3.464E+00
20 3.464E+00 3.796E+00
21 3.796E+00 4.160E+00 :
22 4.160E+00 4.559E+00
23 4.559E+00 4.996E+00
24 4.996E+00 5.475E400
2s S.475E+00 €.000E400 =

f
!

Dendrogram displayed using a geometric scale

' Geometric Scale )
ID 1 2 3 4 85 6 7 8 91011 12 13 14 1516 17 18 19 20 21 .22 23 24 25

1
j

|

ID 1 2 3 4 S 6 7 & 910111213 14 1516 17 18 19 20 21 22 23 24 25
Geometric Scale
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